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1
APPARATUS AND METHOD FOR
PREDICTING CUSTOMER BEHAVIOR

CROSS REFERENCE TO RELATED
APPLICATIONS

This patent application is a continuation-in-part of U.S.
patent application Ser. No. 11/360,145, System and Method
for Customer Requests and Contact Management, filed Feb.
22,2006 now U.S. Pat. No. 7,761,321, and claims the benefit
of U.S. provisional patent application Ser. No. 61/031,314,
Service Cube, filed Feb. 25, 2008, the entirety of each of
which are incorporated herein by this reference thereto.

BACKGROUND OF THE INVENTION

1. Technical Field

This invention relates generally to the field of service mod-
ules. More specifically, this invention relates to a data and
prediction driven methodology for facilitating customer
interaction.

2. Description of the Related Art

When a customer desires to purchase a good or service,
there are a variety of interaction channels for receiving the
customer’s order that are along a spectrum of human-guided
interactions. On one end of the spectrum, a customer can
order goods or services from a human over the telephone. The
other end of the spectrum includes completely automated
services such as a website for receiving customer orders.
Along this spectrum are mixed human and automatic inter-
actions. For example, a customer can place an order on a
website while chatting with a human over the Internet. In
addition, the user can email a human with order information
and the human inputs the order into an automated system.

The type of interaction is a function of customer prefer-
ence, the cost of servicing the customer, and the lifetime value
of the customer to the company. For example, the cost of
providing a human to receive orders is more expensive than
self-service over a website, but if the customer would not
otherwise purchase the good or service, the company still
profits.

The cost of interacting with customers could be reduced if
there were a way to categorize and thus predict customer
behavior. For example, the process would be more efficient if
there were a way to predict that a particular customer is
difficult and, as a result, assign the customer to an agent with
experience at diffusing an irate customer, which would result
in a happier customer and a shorter interaction time.

SUMMARY OF THE INVENTION

In one embodiment, the invention comprises a method
and/or an apparatus that enhances customer experience,
reduces the cost of servicing a customer, predicts and pre-
vents customer attrition by predicting the appropriate inter-
action channel through analysis of different types of data and
filtering of irrelevant data, and predicts and enhances cus-
tomer growth.

Customer experience is enhanced by empowering the cus-
tomer to choose an appropriate interaction channel, exploit-
ing the availability of web-based self-service wizards and
online applications; reducing the resolution time by preserv-
ing the service context as a customer moves from one channel
to another; and using auto-alerts, reminders, and auto-esca-
lations through the web-based service portal. The cost of
servicing a customer is reduced by deflecting service requests
from a more expensive to a less expensive channel, increasing
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the first time resolution percentage, and reducing the average
handle time. The customer attrition is predicted and prevented
by offering the most appropriate interaction channel, ensur-
ing that the service request is handled by the right agent.
Customer growth is achieved by targeting the right offer to the
right customer at the right time through the right channel.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram that illustrates an apparatus for
receiving information and making decisions according to one
embodiment of the invention;

FIG. 2 is an illustration of calculating the NES when the
communication occurs over instant messaging according to
one embodiment of the invention;

FIG. 3 is a flow chart that illustrates the steps for predicting
behavior according to one embodiment of the invention;

FIG. 4 is a flow chart that illustrates the steps for generating
a model that predicts behavior according to one embodiment
of the invention

FIG. 5 is a user interface for generating a model according
to one embodiment of the invention;

FIG. 6 is a model of a number of occurrences of delivery
packages as a function of location in the United States accord-
ing to one embodiment of the invention;

FIG. 7 is a model of a number of issues of three different
products in three different parts of the United States accord-
ing to one embodiment of the invention;

FIG. 8 illustrates a bar graph of the number of problems as
a function of the type of product and a report of the number of
problems of each product in different locations as a function
of the time of purchase according to one embodiment of the
invention;

FIG. 9 is a model of the impact on customer value as a
function of the customer lifestyle and the type of communi-
cation with the customer according to one embodiment of the
invention;

FIG. 10 is a model of the number of occurrences as a
function of the time of purchase according to one embodi-
ment of the invention;

FIG. 11 is a model of the number of occurrences of each
type of problem and the resulting customer impact according
to one embodiment of the invention;

FIG. 12 is a model for predicting the probability of a
customer to face a particular problem according to one
embodiment of the invention;

FIG. 13 is a model that illustrates the number of issues per
year as a function of a customer satisfaction score according
to one embodiment of the invention;

FIG. 14 illustrates the percentage of customer queries orga-
nized according to time and the nature of the query according
to one embodiment of the invention;

FIG. 15 illustrates the net experience score calculated from
customer queries organized according to time and the nature
of'the query according to one embodiment of the invention;

FIG. 16 illustrates the movement of problem areas in the
third quarter as a function of the frequency of occurrences and
NES according to one embodiment of the invention;

FIG. 17 is a block diagram that illustrates hardware com-
ponents according to one embodiment of the invention;

FIG. 18 is a block diagram that illustrates different sources
for receiving data according to one embodiment of the inven-
tion; and

FIG. 19 is a block diagram that illustrates a predictive
engine 125 according to one embodiment of the invention.
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DETAILED DESCRIPTION OF THE INVENTION

In one embodiment, the invention comprises a method
and/or an apparatus for generating models to predict cus-
tomer behavior.

FIG.11is anillustration of the system for analyzing data and
generating predictive models according to one embodiment
of the invention. In one embodiment, a customer interaction
data engine 117 receives data from a problem dimension 100,
a product dimension 105, a customer dimension 110, and an
agent dimension 115. The customer interaction data engine
117 transmits the data to a data warehouse 120 for storage.
The data warehouse 120 transmits requested data to a predic-
tive engine 125, which organizes the data, filters out the
irrelevant data, and builds models for predicting user needs.
Data Sources

The predictive engine 125 requires information to generate
accurate predictions. In one embodiment, the information is
limited to customer interactions derived from one company’s
sales. If the information is derived from a large company, e.g.
Amazon.com®, the data set is large enough to make accurate
predictions. Smaller companies, however, lack sufficient cus-
tomer data to make accurate predictions.

In one embodiment, a customer interaction data engine 117
receives data categorized as a problem dimension 100, a
product dimension 105, a customer dimension 110, and an
agent dimension 115. This data comes from a variety of
sources such as customer history, call by call transactions, etc.

The problem dimension 100 contains data relating to any
customer interaction arising from a problem with a product or
service. In one embodiment, the problem dimension 100
comprises a unique identification number associated with a
particular problem, a description of the problem, a category, a
sub-category, and any impact on customers.

The product dimension 105 contains information about a
particular product. In one embodiment, the product dimen-
sion 105 comprises a unique identification number associated
with each product, a product, a category, a sub-category,
information regarding the launch of the product, and notes. In
another embodiment, the product identification is a unique
identification number associated with each purchase of a
product.

The customer dimension 110 contains information about
the customer. In one embodiment, the customer dimension
110 comprises a unique identification number associated with
the customer; a company name; a location that includes an
address, zip code, and country; a phone number; a role con-
tact; an account start date; a first shipment date, a last ship-
ment date; the number of goods or services purchased in the
last month; the number of goods or services purchased in the
last year; a statistics code; credit limits; and the type of indus-
try associated with the customer. The time from purchase is
divided into stages. For example, the first stage is the first
three months after purchase of the product, the second stage is
three to six months from purchase, etc.

In one embodiment, the customer dimension 110 contains
both structured and unstructured data. Unstructured data can
be free text or voice data. The free text is from chat, emails,
blogs, etc. The voice data is translated into text using a voice-
to-text transcriber. The customer interaction data engine 117
structures the data and merges it with the other data stored in
the data warehouse 120.

The agent dimension 115 includes information about the
people who receive phone calls from customers. The agent
dimension 115 also contains both structured and unstructured
data. The data is used to match customers with agents. For
example, if a model predicts that a particular customer does
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not require a large amount of time, the call can be matched
with a less experienced agent. On the other hand, if a model
predicts that the customer requires a large amount of time or
has a specialized problem, it is more efficient to match the
customer with an experienced agent, especially if the agent
has specialized knowledge with regard to a product purchased
by the customer, angry customers from the south, etc.

In one embodiment, the agent dimension 115 includes a
unique identification number associated with the agent, the
agent’s name, a list of the agent’s skill sets, relevant experi-
ence in the company in general, relevant experience in par-
ticular areas in the company, interactions per day, customer
satisfaction scores, gender, average handle times (AHT),
holding time, average speed of answer (ASA), after call work
(ACW) time, talk time, call outcome, call satisfaction (CSAT)
score, net experience score (NES), and experience in the
process. An AHT is the time from the moment a customer
calls to the end of the interaction, i.e. talk and hold time. The
ASA measures the time the agent spends speaking to the
customer. The ACW is the time it takes the agent to complete
tasks after the customer call, e.g. reordering a product for a
customer, entering comments about the call into a database,
etc.

CSAT is measured from survey data received from custom-
ers after a transaction is complete. The NES tracks agent
cognitive capabilities, agent emotions, and customer emo-
tions during the call by detecting keywords that are charac-
terized as either positive or negative. In one embodiment, the
NES algorithm incorporates rules about the proximity of
phrases to agents, products, the company, etc. to further char-
acterize the nature of the conversations.

The positive characteristics for cognitive capabilities
include building trust, reviewability, factuality, attentiveness,
responsiveness, greetings, and rapport building. The negative
characteristics for cognitive capabilities include ambiguity,
repetitions, and contradictions. Positive emotions include
keywords that indicate that the parties are happy, eager, and
interested. Negative emotions include keywords that indicate
that the parties are angry, disappointed, unhappy, doubtful,
and hurt.

In one embodiment, the customer interaction engine 117
calculates a positive tone score, a negative tone score, takes
the difference between scores, and divides by the sum of the
negative tone score and positive tone score. This equation is
embodied in equation 1:

Z(P+Po+ .. PO-Z(N+No+ ... N E(P +Po+ . ..

PO+E(N+No+. .. N) (eq 1)

In another embodiment, the customer interaction engine
117 uses a weighted approach that gives more weight to
extreme emotions. If the conversation takes place in written
form, e.g. instant messaging, the algorithm gives more
weights to bolded or italicized words. Furthermore, the algo-
rithm assigns a score to other indicators such as emoticons.

FIG. 2 is an illustration of calculating the NES when the
communication occurs over instant messaging according to
one embodiment of the invention. A chat database 200 stores
all chat data. The chat data is analyzed by a text extraction
engine 205, which breaks the chat data into phases 210,
extracts the complete text 215, extracts the agent text 220
separately, and extracts the customer text 225 separately. All
extracted text is analyzed and assigned a score by the cogni-
tive capabilities engine 230, the emotions detection engine
235, the extreme emotions detection engine 240, the smilies/
emoticon engine 245, and the emphasizers extraction engine
250. The NES is a function of the scores generated by the
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engine 230-250, the average delay time (ADT) 255 during the
chat, and the average length of customer text (ALCT) 260.
Customer Interaction Data Engine

In one embodiment, the data from each of the dimensions
is transferred to the customer interaction data engine 117 for
data processing. The data received from the different dimen-
sions is frequently received in different formats, e.g. comma
separated values (csv), tab delimited text files, etc. The data
warehouse 120, however, stores data in columns. Thus, the

5

6

mobile devices made by Nokia. FIG. 3 is a flow chart that
illustrates the steps performed by the predictive engine 130 to
generate a model that predicts behavior/problems according
to one embodiment of the invention.

The problem to be solved by the predictive engine 130 is
given a set of customer attributes, what are the top queries the
customer is likely to have. Attributes are selected 300 for the
model and for different levels of the attribute. Table 1 illus-
trates the different attributes: state, plan, handset, BznsAge,

customer flnter ac}lon data englnelzlll(;tr ansforl'rlns thel(;%ta;ﬁtio 19 and days left on the plan. BznsAge is an abbreviation of
? pro%)er otr.mat lor .stolraége ltnlz © tatwaie Oélzet : h s business age, i.e. how long someone has been a customer. The
fanstormationalso includes taxing unstructured data, such as attribute levels further categorize the different attributes.
the text of a chat, and structuring it into the proper format. In
one embodiment, the customer interaction data engine 117 TABLE 1
receives data from the different dimensions via a file transfer 15
protocol (FTP) from the websites of companies that provide Attributes Attribute Levels
goods and services. - - - - -
In one embodiment, the data warehouse 120 is frequently Is,ﬁf ?;ﬁﬁl;a gazicma m:ﬁ;m Ohio
updated with data. As a result, the data is increasingly accu- Handset Nokia Motorola RIM
rate. This is particularly important when a model is generated 20 BznsAge Continuous Numeric Values
for a customer using that customer’s previous interactions Days_Left Continuous Numeric Values
with a company because those interactions are a strong pre-
dlCtO.r Qf future. behavior. Data from the problem dimension 100, product dimension
Predictive Englne ] ] 105, and agent dimension 110 are merged 305 with queries
The predictive engine 125 compiles the data from the data 25 from text mining. These text mining queries are examples of
warehouse 120 and organizes the data into clusters knownas  ynstructured data that was structured by the customer inter-
contributing variables. Contributing variables are variables action data engine 117. Table 2 shows the merged data for the
that have a statistically significant effect on the data. For customer attributes. Table 3 shows the merged data for the
example, the shipment date of a product affects the date that  queries from text mining, which include all the problems
the customer reports a problem. Problems tend to arise after 30 as50ciated with the mobile phones.
certain periods such as immediately after the customer
receives the product or a year after use. Thus, shipment date is TABLE 2
a contributing variable. Conversely, product identification is
not a contributing variable because it cannot be correlated Customer’s Attributes
with any other factor. 3D s - Handset BansA Davs Left
Contributing variables are calculated according to whether e - andse ZHsAge d—
the variable is numerical or a categorical prediction. Contrib- 1 Arizona Friends ~ Nokia 245 123
uting variables for numbers are calculated using regression 2 Alabama  Basic Nokia 324 234
. . . . 3 Alabama Basic Motorola 254 245
analysis algorithms, e.g. least squares, linear regression, a 4 Wisconsin  Friends  RIM 375 i
linear probability model, nonlinear regression, Bayesian lin- 40 5 Arizona Family  Nokia 134 153
ear regression, nonparametric regression, etc. Categorical 6 Alabama Basic Motorola 234 134
predictions use different methods, for example, a neural net- 7 Ohio Friends  Nokia 296 217
. . 8 Ohio Friends Motorola 311 301
work or a Naive Bayes algorithm. 9 Ohio Basic RIM 186 2
The contributing variables are used to generate models that 10 Arizona Family — Nokia 276 129
predict trends, patterns, and exceptions in data through sta- 45 11 Wisconsin  Friends ~ Motorola 309 187
tistical analysis. In one embodiment, the predictive engine 12 Arizona Basic Motorola 244 156
130 uses a naive Bayes algorithm to predict behavior. The }i iﬁ:ﬁa ?if;ildys E% ;5 g;g
following example is used to show how a naive Bayes algo- 15 Ohio Family — Nokia 268 134
rithm is used by the predictive engine 130 to predict the most
common problems associated with a family in Arizona using
TABLE 3
Queries from Text Mining
Signal Battery Screen Access CallDrop Warranty Accessories Activation Cancel
D 0 1 1 1 0 1 0 1 0
1 0 1 0 1 1 0 0 1 1
2 0 1 0 0 1 1 0 1 1
3 1 1 0 1 0 1 1 0 1
4 0 0 0 1 1 1 1 0 1
5 1 1 0 1 1 1 0 1 1
6 1 1 1 0 1 0 1 1 0
7 1 1 1 0 1 0 1 1 1
8 1 1 0 1 1 0 0 0 0
9 1 0 1 1 0 1 0 1 1
10 1 0 1 1 1 1 0 0 0
11 0 0 0 0 0 1 1 0 1
12 0 1 0 1 1 1 1 0 1
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TABLE 3-continued

Queries from Text Mining

Signal Battery Screen Access CallDrop Warranty Accessories Activation Cancel
13 0 1 0 0 0 1 0 1 1
14 0 0 0 1 0 0 1 1 0
15 7 10 5 10 9 10 7 9 10

Grand Total 77

Where a 1 represents a problem and a 0 represents no
problem.

The conditional probability of Query Q to be asked by the
customer if he possesses the attributes A,, . . ., A, is deter-
mined by calculating 310 the probability p(Q) and calculate
315 the conditional probabilities p(A,/Q) using the naive

These conditional probabilities can be populated in a
matrix, to be used in a final probability calculation. The cells
with an * do not have a calculated probability, however, in an
actual calculation these cells would have to be populated as
well. Table 4 is a matrix populated with the conditional prob-

Bayes algorithm: abilities.
TABLE 4
Signal Battery Screen Access CallDrop Warranty Accessories Activation Cancel
p(Query) 777 * * * * * * * 10/77
p(Attribute/
Query)
Arizona 1/7 * * * * * * * 4/10
Alabma * * * * * * * * *
wisconsin * * * * * * * * *
Ohlo * * * * * * * * *
Family 17 * * * * * * * 3/10
Basic * * * * * * * * *
Friends * * * * * * * * *
Nokia 2/7 * * * * * * * 3/10
Motorola * * * * * * * * *
p(QA,, ..., 4,)=p(Qp A/ Q)p(dr/Q) . .. p(4,/QD) Eq. 3) Assuming the data to be normally distributed, the probabil-

p(Q) is calculated as the ration of number times query Q
that appears in the matrix to the summation of number of
times all the queries Q,, . . . Q, occur. p(A/Q) is calculated
differently for categorical and continuous data. The prob-
abilities for all Queries based on the attributes are calculated
and the top three problems are selected based on the value of
probability.

For example, if a customer comes with the attributes (Ari-
zona, Family, Nokia, 230, 120), the probability of Signal
query can be calculated as follows:

p(Signal/Arizona,Family,Nokia,230,120)=p(Signal)p
(Arizona/Signal)p(Family/Signal)p(Bzn-
sdge=230/Signal)p(DaysLeft=120/Signal)

p (A/Q) can be calculated as the ratio of the number of
times attribute A, appeared in all the cases when Query Q
appeared to the number of times Query Q appeared.

The probabilities for Signal Query are:

p (Signal)=7/77 Signal query appears seven times while
there are a total of 77 Queries (Tables 2 and 3). p (Arizona/
Signal)=1/7 Arizona appears only once when Signal query
occurs. p (Family/Signal)=1/7 Family appears only once
when Signal query occurs. p (Nokia/Signal)=2/7 Nokia
appears only once when Signal query occurs.

The Cancel Query is calculated the same way:

p(Cancel)=10/77. p(Arizona/Cancel)=4/10. p(Family/
Cancel)=3/10. p(Nokia/Cancel)=3/10.
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ity density function is:

Sx)=(12nv0)e" [(x-1w)/207] Eq. (4)

Probability at a single point in any continuous distribution
is zero. Probability for a small range of a continuous function
is calculated as follows:

P(x—Ax/2 <X<x+Ax/2)=Axf{x) Eq. (5)

Treating this as the probability for a particular value, we
can neglect Ax because this term appears in all the probabili-
ties calculated for each Query/Problem. Hence the density
function f(x) is used as the probability, which is calculated
325 for a particular numeric value X from its formula. The
mean (1) and standard deviation (o) for the assumed normal
distribution can be calculated 320 as per the following for-
mulas:

L/ X)) Eq. (6)

O~V [Un=1(" (X)) Eq. (7)

For signal problem, the mean and standard deviation for
BznsAge are calculated using equations 6 and 7:

Homedge—(375+234+296+311+186+276+300)/
7=283.85

Opmige=1/6[(375-283.85)2+(234-283.85)2+(296-
283.85)2+(311-283.85)2+(186-283.85)2+(276-
283.85)2+(309-283.85)2=60.47
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p(BznsAge=230/Signal)=[1/(27V60.47)]e" (230~
283.85)%/60.472=0.029169

Similarly for Days_Left: Wy, 7077213, Opayszen=72-27,
(DaysLeft=120/Signal)=0.04289

For Cancel, the mean and standard deviation are for Bzn-
sAge and Days_left are calculated in similar fashion:
Wpomsage248.5, Op,,.4,.~81.2, p(BznsAge=230/Cancel)=
0.018136,  Wpuyren=2304,  Opupes=86.51,  p(Day-
sLeft=120/Cancel)=0.03867.

These probabilities are calculated in real time, with the
exact value of the attribute possessed by the customer. Table
51is amatrix populated with the mean and standard deviations,
which are further used for the probability calculation in real
time.

TABLE 5
Signal Cancel
BznsAge Mean (u) 283.85 248.5
S.D (o) 60.47 81.2
Days_ Left Mean (u) 213 230.4
S.D (o) 72.27 86.51

The final probability for a query/problem for the given set
of attributes is calculated 330:

p(Signal/Arizona,Family,Nokia,230,120)=7/77*1/7*1/
7*2/7%0.029169*0.04289=0.0000006632

p(Cancel/Arizona,Family,Nokia,230,120)=10/77*4/
10%3/10%3/
10*0.018136%0.03867=0.0000032789

The probabilities are normalized 335 and the top three

probabilities and corresponding queries/problems are
selected 340.
Normalization:

p(Signal/Arizona,Family,Nokia,230,120)=
(0.0000006632/0.0000006632+0.0000032789)*
100=83.17%

p(Cancel/Arizona,Family,Nokia,230,120)=
(0.0000032789/0.0000032789+0.0000006632)*
100=16.83%

Thus, in this example, the signal problem has a signifi-
cantly higher probability of occurring as compared to the
cancel problem.

If any conditional probability for an attribute is zero, the
zero cannot be used in calculations because any product using
zero is also zero. In this situation, the Laplace estimator is
used:

P(A/Q)=(x+1/y+n) Eq. (8)

Where 1/n is the prior probability of any query/problem. If
the x and y were not present in the equation, the probability
would be 1/n. In this equation, even if x is 0, the conditional
probability is nonzero.

Models

This requires sorting the data in order of magnitude, mov-
ing between high-level organization, e.g. general trends to
low-level views of data, i.e. the details. In addition, it is
possible to drill up and down through levels in hierarchically
structured data and change the view of the data, e.g. switch the
view from a bar graph to a pie graph, view the graph from a
different perspective, etc.

In one embodiment, the models represent data with text
tables, aligned bars, stacked bars, discrete lines, scatter plots,
Gantt charts, heat maps, side-by-side bars, measure bars,
circles, scatter matrices, histograms, etc.
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The predictive engine 125 predicts information such as the
probability of a customer to face a particular problem based
on the customer’s engagement stage with a particular prob-
lem. An engagement stage is product specific. In one embodi-
ment, the engagement stage is measured by time, e.g. the first
stage is 0-15 days after purchase, the second stage is 15
days-two months after purchase, etc. In addition, the model
predicts a customer’s preference of a particular channel based
on the type of concern and its impact on customer experience.
Lastly, the models predict the probable impact of a particular
problem on the customer’s loyalty, growth, and profitability
score.

Once the model is generated, a business can use the system
to predict how to best serve their clients, e.g. whether to staff
more customer service representatives or invest in developing
a sophisticated user interface for receiving orders. In another
embodiment, the model is used in real-time to predict cus-
tomer behavior. For example, a customer calls a company and
based on the customer’s telephone number, the customer ID is
retrieved and the company predicts a user interaction mode. If
the user interaction mode is a telephone conversation with an
agent, the model assigns an agent to the customer.

In another example, the model is incorporated into a web-
site. A customer visits the website and requests interaction.
The website prompts the user for information, for example,
the user name and product. The model associates the cus-
tomer with that customer’s personal data or the model asso-
ciates the customer with a cluster of other customers with
similar shopping patterns, regional location, etc. The model
predicts a user interaction mode based on the answers. For
example, if the system predicts that the customer is best
served by communicating over the phone with an agent, the
program provides the user with a phone number of an agent.
Services

In one embodiment, the services are categorized as book-
ing, providing a quote, tracking a package, inquiries on sup-
plies, and general inquiries. The model prediction is applied
to customer categories according to these services. For
example, a model predicts a customer’s preference for a par-
ticular channel when the customer wants a quote for a par-
ticular good or service.

Generating Models

FIG. 4 is a flow chart illustrating the steps for generating a
model according to one embodiment of the invention. The
first stage involves steps performed offline. The data is trans-
ferred 400 from the problem dimension 100, the product
dimension 105, the customer dimension 110, and the agent
dimension 115 to the customer interaction data engine 117.
The customer interaction data engine 117 transforms 405 the
data into a proper format for storage. As described in the
section on the customer interaction data engine 117, trans-
forming the data includes both converting data from one
format to another and extracting keywords from text files. The
data is stored 410 in the data warehouse 120. The predictive
engine 125 determines 415 contributing variables by calcu-
lating probabilities. As described in the example, one method
of determining contributing variables is by using the naive
Bayes algorithm. A person of ordinary skill in the art will
recognize how to determine contributing variables using
other statistical algorithms.

The predictive engine 125 is now ready to build models. In
one embodiment, the user selects 420 data sources, which are
used to build 425 models. By experimenting with different
variables in the models, the predictive engine 125 tests and
validates 430 different models. Based on these models, the
predictive engine 125 identifies key contributing variables
435 and builds interaction methodologies to influence the
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outputs 440. As more data is received by the data warehouse
120, these steps are repeated to further refine the model.

In one embodiment, the predictive engine 125 receives 445
a request in real time to generate a predictive model. The
predictive engine 125 builds 425 a model using the data
received by the user. For example, the predictive engine 125
may receive an identifying characteristic of a customer, e.g.
unique 1D, telephone number, name, etc. and be asked to
predict the best mode of communicating with this customer,
the most likely reason that the customer is calling, etc.

In another embodiment, the predictive engine receives a
request for a model depicting various attributes as selected by
the user from a user interface such as the one illustrated in
FIG. 5 according to one embodiment of the invention. The
data sources are divided according to dimensions 500 and
measures 505. Dimension 500 refers to attributes of an entity
for analysis, for example, customer interaction as a product of
geography. Measures 505 refer to variables that can be mea-
sured. For example, number of products purchased, number
of issues associated with a product, etc. In FIG. 5, the avail-
able dimensions 500 are AHT, ASA, talk time, hold time,
ACW time, call outcome, CSAT overall, and number of
occurrences. The available measures 505 are problem type,
problem queue, resolution channel, product category, product
sub-category, product, customer engagement stage, customer
region, customer industry, customer value, impact on cus-
tomer, and agent-experience. The user specifies which vari-
able is displayed in columns 510 and rows 515. In one
embodiment, the user specifies a filter 520 to filter certain
variables from being considered by the model.

FIG. 6 depicts a model that focuses on geographic vari-
ables according to one embodiment of the invention. The
model is a heat map of occurrences 600 of places where
packages were delivered, which is expressed as longitude 605
on the x-axis and latitude 610 on the y-axis. In this example,
the service provider is a delivery company that delivers pack-
ages all across the United States. It is apparent from the map
that Texas is a very popular place for delivering packages.
Thus, the service provide might conclude from this map that
they should divert any extra resources, e.g. follow up calls,
personalized service to Texas. Alternatively, the service pro-
vider might conclude that because they don’t provide any
service to South Dakota, there are many potential customers
in South Dakota and the state should be targeted with adver-
tising.

In one embodiment, the model generator 130 generates a
model with multiple variables. FIG. 7 is an example of a
model that uses two different variables for the rows: region
700 and product type 705 and one variable for the column:
number ofissues 710. Several conclusions can be drawn from
this model. First, people in the East have more issues with
products than the rest of the country. Second, the third product
generates a significant number of problems compared to the
first and second products. Although it is not clear from this
model how many of these products were shipped out, unless
that number is in the millions, having 450,000 issues with the
product in the East alone, FIG. 7 demonstrates that the prod-
uct is deficient and that there is an added cost associated with
sending products to people in the East because they complain
about the products.

In one embodiment, the model generator 130 generates a
model with multiple sections to depict more detailed infor-
mation. FIG. 8 is an example of a model that depicts the
number of problems 800 for four different products 805 as a
bar graph and displays the number of people in each of the
eight engagement stages 810 for each product for the central
815 and eastern 820 regions of the United States. Thus, the
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problems faced by a customer are analyzed according to the
product, the location of the customer, and the time from
purchase.

FIG. 9 is an example of a three-dimensional model to
depicts the impact on customer value 900 as a function of the
type of interaction 905 and the customer lifecycle 910, i.c. the
date from purchase. From this figure, a user can learn that
communicating with customers over the telephone 0-15 days
from purchase generates the greatest impact on customer
value and is therefore worth the added expense of using a
person to communicate with the customer.

Customer problems can also be illustrated in two dimen-
sional graphs. FIG. 10 is an example of the number of cus-
tomer problems, which is expressed as number of occur-
rences 1000 as a function of the engagement state, which is
expressed in terms of months from the time of purchase 1005.

FIG. 11 shows the number of occurrences 1000 for each
type of problem 1100 and the resulting customer impact
1005. From this figure, a user can determine that although
there are more instances of Problem 1 (1110) than Problem 2
(1115), because Problem 2 (1115) creates more of an impact,
it makes more sense to devote more resources to remedying
the second problem.

The models can also predict future actions. FIG. 12 is an
example where a user selects a product type 1200. The model
displays the different problems 1205 associated with that
product 1200. The user specifies the engagement stage 1210.
The model displays the likelihood that a certain type of cus-
tomer 1215 at that engagement stage 1210 will have a prob-
lem. Customer types are organized according to multiple
variables. For example, a problem customer is a customer that
reports issues associated with products frequently, returns
products, takes over ten minutes to speak with an agent during
calls, etc.

FIG. 13 illustrates the relationship between the number of
issues 1300 with regard to two products marked by the circles
and triangles on the graph as a function of the customer
satisfaction (CSAT) score 1305.

FIGS. 14, 15, and 16 illustrate models for analyzing cus-
tomer queries about mobile phones where the queries culled
from text messaging to agents that identify specific areas of
improvement according to one embodiment of the invention.
FIG. 14 illustrates the percentage of customer queries 1400
organized according to time 1405 (just purchased, post deliv-
ery) and the nature of the query 1410 (usage, attrition). These
queries are further divided according to the quarter 1415 of
the year during which the customer initiated the query. The
data is obtained from text mining of chats between the cus-
tomer and agent. From this model, the mobile phone seller
can conclude that overall, there is a predictable distribution of
customer queries. In trying to determine areas for improve-
ment, the seller can not that there was a sudden spike in signal
problems during the second quarter. Furthermore, there was a
sudden drop in exchanges during the third quarter.

FIG. 15 illustrates the same customer queries as in FIG. 14
as a function of the net experience score (NES) 1500. From
this model, the mobile phone seller concludes that there were
some systematic problems during the second quarter. By
combining the information gleans from FIG. 14 with FIG. 15,
the seller concludes that having no signal is not only a prob-
lem, butit is one that is not resolved by the customer speaking
with an agent. Furthermore, although the contract expiry date
was the subject of several calls, the outcome of these calls was
very positive.

FIG. 16 illustrates the movement of problem areas in the
third quarter as a function of the frequency of occurrences and
net experience score. From this model, the mobile device
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seller can conclude that more resources should be devoted to
fixing exchanges and signal problems.

The system for predicting customer behavior can be imple-
mented in computer software that is stored in a computer-
readable storage medium on a client computer. FIG. 17 is a
block diagram that illustrates a client that stores the apparatus
for predicting customer behavior according to one embodi-
ment of the invention. The client 1700, e.g. a computer, a
laptop, a personal digital assistance, etc. is a computing plat-
form. The client contains computer-readable memory 1705,
e.g., random access memory, flash memory, read only
memory, electronic, optical, magnetic, etc. that is communi-
catively coupled to a processor 1710, e.g., CD-ROM, DVD,
magnetic disk, etc. The processor 1710 executes computer-
executable program code stored in memory 1705.

In one embodiment, the client 1700 receives data 1715 via
anetwork 1720. The network 1720 can comprise any mecha-
nism for the transmission of data, e.g., internet, wide area
network, local area network, etc.

FIG. 18 is a block diagram that illustrates the hardware that
provides data and stores data for predicting customer behav-
ior according to one embodiment of the invention. Customer
data 1800 is received from a plurality of customers. The data
is organized according to a product dimension, a problem
dimension, a customer dimension, and an agent dimension.
These product dimensions are stored in databases on a com-
puter readable storage medium 1805. The data is transmitted
to a client 1700 that comprises the apparatus for predicting
customer behavior.

FIG. 19 is ablock diagram that illustrates one embodiment
of'the predictive engine 125. The predictive engine generates
real time decisions for improved customer experience by
analyzing data received from the data warchouse 120. The
multi-dimensional attributes that define the customer’s inter-
action with the company are used to segment customers into
like clusters 1900. Based on the behavior of the customer
segment/cluster and the context of the interaction, e.g. brows-
ing bills online 1910, roaming 1915, receiving a short mes-
sage service (SMS) 1920, Internet access 1925, a decision
engine 1927 generates the top 5 queries 1930 for that seg-
ment/context combination and the response to those queries,
which are subsequently displayed to the customer. The cus-
tomer experience 1935 during that interaction is also mea-
sured.

As will be understood by those familiar with the art, the
invention may be embodied in other specific forms without
departing from the spirit or essential characteristics thereof.
Likewise, the particular naming and division of the members,
features, attributes, and other aspects are not mandatory or
significant, and the mechanisms that implement the invention
or its features may have different names, divisions and/or
formats. Accordingly, the disclosure of the invention is
intended to be illustrative, but not limiting, of the scope of the
invention, which is set forth in the following Claims.

The invention claimed is:

1. An apparatus for generating a prediction of customer
behavior and for selecting and assigning an interaction chan-
nel to said customer from among a plurality of interaction
channels, comprising:

amemory;

a customer interaction data engine processor communica-
tively coupled to said memory and configured for
executing in said memory: transforming data received
from a plurality of sources into a format acceptable for
storage, said data comprising problem dimension data
relating to a customer interaction arising from an issue
associated with a product or service, product dimension
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data relating to a product or service purchased by a
customer, structured and unstructured customer dimen-
sion data about a plurality of customers, and structured
and unstructured agent dimension data about a plurality
of agents;

a data warehouse coupled to said customer interaction data
engine, said data warehouse configured for storing said
transformed data; and

a predictive engine coupled to said data warehouse and
communicatively coupled to said memory, said predic-
tive engine processor configured for executing in said
memory:
receiving said stored data from said data warehouse;
compiling said data and determining contributing vari-

ables, wherein said compiling and determining com-

prises computing contributing variables according to
whether the variable is for a numerical or categorical

prediction and wherein contributing variables for a

numerical prediction or a categorical prediction are

computed using one or more statistical or predictive
algorithms comprising any of: linear regression,
logistic regression, Naive Bayes, neural networks,
and support vector machines;

using said contributing variables to generate predictive
models;

identifying predictive trends in customer behavior as a
function of particular data from said stored data, said
particular data comprising: a product or service pur-

chased by customers, time that has elapsed from a

time said product or service was purchased, customer

location, a problem associated with said product or

service, and customer impact associated with said

problem associated with said product or service,

wherein customer impact is a function of type of

customer interaction and customer lifecycle;
predicting any of:

probability of a customer to face a particular problem
or issue based on an engagement stage of the cus-
tomer with the company, wherein the engagement
stage is product or service specific and measured by
time after purchase or is the stage of a life cycle of
the customer;

a customer’s preference of a particular channel based
on type of concern and reduction of resolution time
through the particular channel; and

a probable impact of a particular problem on a cus-
tomer’s loyalty, growth, and profitability score; and

selecting and assigning an interaction channel to said
customer from among a plurality of interaction chan-
nels based upon said predicting.

2. The apparatus of claim 1, wherein said customer inter-
action data engine processor receives unstructured data from
conversations between an agent and a customer and said
predictive engine processor generates variables for predicting
customer behavior based on said text.

3. The apparatus of claim 1, wherein said customer inter-
action data engine processor receives unstructured data from
conversations between an agent and a customer and merges
said unstructured data into said format acceptable for storage.

4. The apparatus of claim 1, said customer interaction data
engine processor configured for extracting keywords from
said received data, said received data further comprising
interactions between an agent and a customer, said keywords
indicative of at least agent cognitive capabilities, agent emo-
tions, and customer emotions, said customer interaction data
engine processor configured for calculating a net experience
score using said keywords.
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5. The apparatus of claim 1, wherein said problem data
comprises at least a unique identification number associated
with a particular problem, a description of said problem, a
category, a sub-category, and customer impact.
6. The apparatus of claim 1, wherein said product data
comprises at least a unique identification number associated
with each product, a product, a category, a sub-category if
applicable, information about launch of said product or ser-
vice, and notes.
7. The apparatus of claim 1, wherein said customer data
comprises at least a unique identification number associated
with each customer, a company name, a location, a phone
number, a role contact, an account start date, a first shipment
date, a last shipment date, a number of products or services
purchased by each customer in a last month, a number of
products or services purchased in a last year, a statistics code,
a credit limit, and a type of industry associated with a cus-
tomer.
8. The apparatus of claim 1, wherein said agent data com-
prises at least a unique identification number associated with
each agent, each agent’s name, each agent’s skill sets, each
agent’s relevant experience, interactions per day, customer
satisfaction scores, gender, average handle times, holding
time, talk time, call outcome, call satisfaction, and experience
in a process.
9. The apparatus of claim 1, further comprising a user
interface for allowing a user to generate models.
10. The apparatus of claim 1, further comprising a user
interface for receiving information from a customer for said
predictive engine processor to use in comparing said cus-
tomer to a model of said generated predictive models.
11. A computer-implemented method for generating a
model for predicting customer behavior and for selecting and
assigning an interaction channel to said customer from
among a plurality of interaction channels, the method com-
prising the steps of:
receiving at a customer interaction data engine problem
data comprising data relating to any customer interac-
tion arising from a purchase of a product or service;

receiving at said customer interaction data engine product
data comprising data relating to a product or service
purchased by a customer;

receiving at said customer interaction data engine cus-

tomer interaction data comprising information about a
custometr;
receiving at said customer interaction data engine agent
data comprising information about an agent;

transforming with said customer interaction data engine
said problem data, product data, customer interaction
data, and agent data into a storage format;
storing said data on a computer readable storage medium in
a data warehouse;

determining with a predictive engine contributing vari-
ables using said data stored in said data warehouse,
wherein determining comprises computing contributing
variables according to whether the variable is for a
numerical or categorical prediction and wherein contrib-
uting variables for a numerical prediction or a categori-
cal prediction are computed using one or more statistical
or predictive algorithms comprising any of: linear
regression, logistic regression, Naive Bayes, neural net-
works, and support vector machines;

building with said predictive engine a plurality of predic-

tive models using said contributing variables, wherein
any of said plurality of predictive models is configured
to predict any of:
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probability of a customer to face a particular problem or
issue based on an engagement stage of the customer
with the company, wherein the engagement stage is
product or service specific and measured by time after
purchase or is the stage of a life cycle of the customer;

acustomer’s preference of a particular channel based on
type of concern and reduction of resolution time
through the particular channel; and

a probable impact of a particular problem on a custom-
er’s loyalty, growth, and profitability score;

testing and validating said plurality of predictive models;

receiving a request to generate a predictive model for a

particular customer using, among other things, said con-
tributing variables;

generating said customer predictive model in real time; and

using said customer predictive model to select and assign

an interaction channel to said customer from among a
plurality of interaction channels.

12. The method of claim 11, wherein said contributing
variables are determined by applying the Naive Bayes algo-
rithm to said data.

13. The method of claim 11, further comprising identifying
with a processor trends in customer behavior as a function of
said data stored in said data warehouse, wherein said stored
data comprises: a product or service purchased by customers,
time that has elapsed from a time said product or service was
purchased, customer location, a problem associated with said
product or service, and customer impact associated with said
problem associated with said product or service; and

generating a model that predicts a mode for interacting

with a customer to minimize cost associated with said
interaction based on said identified trends in customer
behavior.

14. The method of claim 11, further comprising the steps
of:

presenting a customer with a user interface for asking said

customer to identify at least one of said customer’s
name, a product or service purchased by said customer,
and a time of purchase;

comparing said information identified by said customer to

said model; and

predicting a mode of interaction with said customer that

minimizes a cost of interacting with said customer, said
predicting based in part on said comparing said infor-
mation to said model.

15. The method of claim 14, further comprising the steps
of:

responsive to identifying said mode of interaction as a

phone call with an agent;

identifying a specific agent based on said agent’s experi-

ence level; and

providing said customer with a number of said specific

agent.

16. The method of claim 11, further comprising the steps
of:

receiving with said customer data interaction engine text

files from conversations between an agent and a cus-
tomer;

extracting keywords from said text files that are indicative

of agent cognitive capabilities, agent emotions, and cus-
tomer emotions;

weighting said keywords; and

calculating a net experience score of the customer based on

said weighted keywords.

17. The method of claim 13 or 14, wherein said mode for
interacting with said customer comprises telephone, internet
chat, email, and web.
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18. The method of claim 13, wherein said trends in cus-
tomer behavior further comprise a function of an agent, an
agent’s gender, and an agent’s experience.

19. The method of claim 11, wherein said predictive engine
is configured to generate a model comprising at least one of a
text table, aligned bars, stacked bars, discrete lines, scatter
plots, Gantt charts, heat maps, side-by-side bars, measure
bars, circles, scatter matrices, and histograms.

20. An apparatus for generating a prediction of customer
behavior and for selecting and assigning an interaction chan-
nel to said customer from among a plurality of interactions
channels, comprising:

a customer interaction data engine processor configured
for transforming data received from a plurality of
sources into a format acceptable for storage, said data
comprising problem data relating to a customer interac-
tion arising from a purchase of a product or service,
product data relating to a product or service purchased
by a customer, customer data about a plurality of cus-
tomers, and agent data about a plurality of agents;

a data warehouse coupled to said customer interaction data
engine, said data warehouse configured for storing said
transformed data;

a predictive engine processor coupled to said data ware-
house, said predictive engine configured for:
receiving said stored data from said data warehouse,
compiling said data and determining contributing vari-

ables, wherein said compiling and determining com-
prises computing contributing variables according to
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whether the variable is for a numerical or categorical

prediction and wherein contributing variables for a

numerical prediction or a categorical prediction are

computed using one or more statistical or predictive
algorithms comprising any of: linear regression,
logistic regression, Naive Bayes, neural networks,
and support vector machines,

using said contributing variables to generate predictive
models,

receiving a request for a predictive model,

generating said requested predictive model in real time
in response to said request wherein said requested
predictive model predicts any of:

probability of a customer to face a particular problem
or issue based on an engagement stage of the cus-
tomer with the company, wherein the engagement
stage is product or service specific and measured by
time after purchase or is the stage of a life cycle of
the customer;

a customer’s preference of a particular channel based
on type of concern and reduction of resolution time
through the particular channel;

a probable impact of a particular problem on a cus-
tomer’s loyalty, growth, and profitability score, and

using said predictive model to select and assign an inter-
action channel to said customer from among a plural-
ity of interaction channels based upon said predicting.
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